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INTRODUCTION 
For a long time, there have been difficulties integrating conventional computer mouse 
with graphical user interfaces, particularly for people with physical limitations. The study 
proposes a novel AI-driven virtual mouse system that uses cutting-edge computer vision 
methods for hand and eye tracking in order to address this. This solution eliminates the 
requirement for a physical mouse by offering a substitute method of manipulating the 
cursor.  
With the use of cutting-edge computer vision algorithms, the technology tracks hand and 
eye motions, providing intuitive and hands-free cursor control. By detecting the user's 
focus and converting it into cursor movement, eye tracking enhances accessibility, 
particularly for those with physical impairments or restricted movement. Furthermore, 
hand tracking recognizes hand gestures and movements with accuracy, extracting key 
information that can be translated into particular mouse actions. 
A more intuitive and natural way to interact with the virtual mouse is provided by the 
smooth integration of hand and eye tracking. By extending their hand or head and making 
movements, users may easily control the cursor. The project includes integrating the 
system with the operating system's input interface, developing machine learning models 
for gesture recognition, and putting computer vision techniques into practice. The 
accuracy, responsiveness, and usefulness of the system will be evaluated through 
performance evaluation and user testing.  
All things considered, combining hand and eye tracking via computer vision methods 
offers a viable way to improve accessibility and give users an alternative to using a mouse 

ABSTRACT 
This research presents a computer vision-based artificial intelligence (AI) virtual mouse system that 
tracks hands and eyes. It tracks hand and eye motions using live video input, allowing cursor control 
without the need for a traditional mouse. Accurate hand and eye locations, orientations, and 
movements are detected and tracked using computer vision algorithms. The goal of machine 
learning models is to improve accessibility for people with physical disabilities by interpreting hand 
and eye gestures as mouse commands. The study uses the mediapipe architecture, incorporates the 
operating system's input interface, and applies algorithms for tracking hands and eyes. The system's 
accuracy, responsiveness, and usability are evaluated through performance assessment and user 
testing, showcasing computer vision's promise for natural-feeling virtual mouse handling. 
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while holding something in their hands. The goal of this research is to show that this 
method is both practical and efficient, opening the door to inclusive and natural human-
computer interaction. 
 
LITERATURE SURVEY 
The creation of an AI-powered virtual mouse system that combines hand and eye tracking 
is influenced by earlier computer vision and human-computer interaction (HCI) studies. 
Numerous research offers insightful information about linked fields and techniques:  
In order to control a virtual mouse, Ahmad et al. (2017) investigated hand gesture 
recognition methods utilizing computer vision. Their research advances the development 
of user-friendly virtual mouse control technologies.  
Zhang et al. (2018) present an eye tracking computer vision algorithm-based eye mouse 
control system. This creative strategy has the potential to increase accessibility, 
particularly for people with physical limitations.  
The focus of Ghofrani and Dehshibi's (2019) research is on virtual mouse control using 
real-time hand gesture recognition. Their study focuses on methods that allow for 
accurate and quick control, improving the user experience as a whole. 
Convolutional neural networks (CNNs) are a revolutionary approach to hand motion 
recognition for virtual mouse control, as presented by Shendye and Karode (2019). Their 
research proves that deep learning techniques work well in this situation. 
A real-time hand gesture recognition system based on vision is proposed by Subhedar and 
Goudar (2020) for virtual mouse control. To achieve precise gesture identification, they 
make use of computer vision techniques including hand tracking and backdrop reduction. 
Wang et al. (2021) present an integrated system for virtual mouse control that integrates 
gesture detection and eye gaze tracking. Their strategy, which makes use of computer 
vision techniques, tries to improve accessibility and user experience.  
When taken as a whole, this research demonstrates how computer vision techniques are 
applied to hand and eye tracking for automated virtual mice. Their exploration of several 
techniques, including eye tracking, gesture recognition, hand segmentation, and machine 
learning integration, advances natural interaction, accuracy, and accessibility in virtual 
mouse systems. 
 
METHODOLOGY 
With the MediaPipe framework, the architecture for the "AI Based Virtual Mouse Using 
Eye or Hand" may be effectively accomplished. Google created the open-source MediaPipe 
framework, which offers a complete solution for creating multimedia processing pipelines 
in real-time with an emphasis on computer vision applications. Developers may design 
sophisticated apps for tasks like object identification, facial recognition, hand tracking, 
and gesture recognition with its toolset, libraries, and pre-trained models. 
MediaPipe makes it easier to construct sophisticated computer vision applications by 
offering ready-to-use parts and algorithms together with APIs for including unique 
features. Developers are free to concentrate on application logic rather than intricate 
implementation details because it comes with effective implementations of a variety of 
computer vision methods. 
One of MediaPipe's primary characteristics is its effective handling of real-time data 
processing, which qualifies it for applications that need quick and precise analysis of 
multimedia data that is flowing. Webcams, video streams, and pre-recorded videos are 
just a few of the many input sources it may support, which gives it versatility and 
adaptability to a variety of use cases. 
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Fig. 1: Flow chart of virtual mouse using hand 
 
1. Input Devices: 
 

Eye Tracker: 
An eye tracker is a tangible tool used to track and log an individual's eye movements. It 
records specifics such as the user's gaze direction and movement across a screen or 
environment. 
This tool aids in the comprehension of user concentration and interaction patterns, which 
is important for activities such as investigating visual attention or regulating interfaces. 
 

Hand Tracker: 
A hand tracker is a piece of hardware, such as a sensor or tool that watches and logs the 
movements and hand gestures of its user. 
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Through the use of hand position, orientation, and movement detection, it allows users to 
engage virtually, even with interfaces that require no physical contact. It enables natural 
and intuitive interactions in applications such as gesture-based interfaces and virtual 
reality experiences by tracking hand gestures. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: Flow chart of virtual mouse using eye 
 
2. MediaPipe Pipeline: 
 

Eye Tracking Module: This part analyses data from the eye tracker by utilizing 
MediaPipe's eye tracking features.  
It interprets the input and determines the direction and location of the user's gaze on the 
screen by utilizing MediaPipe's algorithms.  
It does this by processing eye movement data to ascertain the direction and position of 
the user's gaze, which is useful for activities like tracking cursor movement or analysing 
patterns of visual attention.  
 

Hand Tracking Module: To interpret data from the hand tracker, this module makes 
advantage of MediaPipe's hand tracking features.  
It analyses hand gestures and movements that the tracker records using MediaPipe's 
technology.  
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It makes it possible for the system to precisely comprehend and react to the user's hand 
movements, promoting intuitive and natural interactions, by recognizing hand landmarks, 
position, and gestures.  
 

3. Module for Recognizing Gestures: 
Making Use of the MediaPipe Framework: This module uses advanced models to classify 
hand gestures based on information gathered from the hand tracking module. These 
models are developed on well labelled datasets with a variety of hand movements. They 
frequently use sophisticated machine learning techniques like recurrent neural networks 
(RNNs) or convolutional neural networks (CNNs). These models identify particular 
gestures made by the user by examining the hand landmarks taken from the hand 
tracking module, allowing for smooth and natural interaction with the device. 
 

4. Virtual Mouse Control: 
 

Cursor Movement: The system uses the hand tracking module's extracted hand position 
and the eye tracking module's estimated gaze position to translate both into cursor 
movement on the screen. This involves using hand motions and position to accurately 
control the cursor's movement across the screen, as well as mapping the gaze position to 
the cursor's location.  
 

Mouse activities: The gesture recognition module can identify hand motions that 
correspond to specific mouse activities, such as dragging, scrolling, and clicking. With the 
help of these gestures, users can operate numerous programs and complete tasks without 
the usage of a physical mouse. 
 

5. Integration of Operating Systems: 
 

Input Interface: To imitate mouse movements and interact with apps, the system easily 
communicates with the operating system's input interface [2]. This involves giving the OS 
the appropriate commands based on the user's hand motions and gaze position. The 
technology guarantees correct execution of user actions and seamless communication 
between different apps by integrating with the OS input interface.  
 

6. User Interface: 
 

Visual Feedback: The tracked hand is highlighted on the screen, and the estimated gaze 
position is presented to the user as a visual signal by the system [7]. By giving users 
unambiguous cues about how the system interprets their hand and eye motions, this 
visual feedback improves user engagement and elevates the whole user experience.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 3: Capturing video using hand 
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Fig. 4: Finger tips are detecting 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5: clicking button using fingers 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 6: eyes detecting 
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RESULT 
The AI-Powered Virtual Mouse That Uses the Hand or Eye performed admirably. It 
managed to obtain precise monitoring of both hand and eye motions, making the virtual 
mouse easy to manipulate. Users benefited from improved accessibility, seamless cursor 
navigation, and immediate responsiveness. To sum up, the study demonstrated how 
computer vision may be used to improve user engagement and change the dynamics of 
mouse control.  
 
CONCLUSION 
The application of the AI-driven Virtual Mouse with hand or eye tracking has been 
incredibly successful. It was able to precisely track hand and eye motions, enabling fine 
manipulation of the virtual mouse. The technology demonstrated smooth mouse 
movement, immediate responsiveness, and improved usability. It enhanced accessibility 
for those with physical limitations by combining eye and hand tracking, giving users a 
natural and intuitive interaction method. This study successfully demonstrated how 
computer vision techniques may redefine mouse control paradigms and raise the bar for 
user experience. 
 

Future Developments: 
AI-driven virtual mouse systems that use hand or eye tracking have a great deal of 
potential in the future. Here are a few possible directions for further research and 
development:  
 

Enhanced Accuracy and Precision: 
To improve accuracy and precision, ongoing research and development efforts can focus 
on optimizing algorithms for hand and eye tracking. By integrating sophisticated machine 
learning methods and optimizing algorithms, developers can attain even more accurate 
manipulation of the virtual mouse, leading to a more seamless and user-friendly interface.  
 

Progress in Gesture Recognition: 
Additional developments in this field of study have the potential to increase the system's 
accuracy and expand its recognition range of hand motions. With improved gesture 
detection capabilities, users would have more expressive and subtle control over the 
virtual 
 

More Accessibility: In the future, accessibility elements could be given top priority in 
virtual mouse systems, making sure that people with specific needs or disabilities are 
included. This may need the development of flexible control methods, interface 
personalization, and assistive technology integration in order to serve a broader 
spectrum of users. 
 

Improved Accessibility: 
In the future, accessibility features could be given top priority in virtual mouse systems to 
guarantee inclusivity for users with specific requirements or disabilities. This may need 
the development of flexible interfaces, adaptive control mechanisms, and interaction with 
assistive technology in order to serve a broader range of users. 
 

Integration with Augmented Reality (AR) and Virtual Reality (VR): 
By combining VR and AR technologies, virtual mouse systems can offer consumers 
interactive and captivating experiences. New ways to interact with digital content in 
three-dimensional areas can be offered by making use of AR and VR platforms, which will 
foster creativity and productivity. 
 

Applications for Mobile and Wearable Technology: 
Virtual mouse systems could be made more useful outside of standard computer 
platforms by being customized for mobile devices and wearable technology. Through the 
utilization of sensors and functionalities found in smartphones, smartwatches, and 
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augmented reality glasses, individuals may effortlessly engage with digital information 
while on the go, thereby augmenting ease and productivity.  
 

Collaborative and Multi-User settings: 
Virtual mouse systems may be integrated into collaborative and multi-user settings in 
future improvements. This could entail enabling cooperative learning, communication, 
and creative collaboration among users by enabling them to engage with digital content 
concurrently with their hands and eyes. 
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